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G = (N, A, U)

● set of players N

● set of actions A = Xi∈N Ai , where Ai is the set of actions of player i

● set of utility functions U = (U1, U2, …, Un), where Ui : A → ℝ

Preliminaries - Game representations
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Γ = (N, V, H, A, L, 𝜒, U)

● set of nonterminal decision nodes V (each belonging to some player)

● set of information sets H = (H1, H2, …, Hm), such that H is a partition of V; each 
information set represent a set of indistinguishable nodes

● set of terminal nodes L (leaves)

● successor function 𝜒 : V x A → V ∪ L

Preliminaries - Game representations
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Γ = (N, V, H, A, L, 𝜒, U)

● set of players N

● set of actions A = Xh∈H Ch , where Ch is the set of actions of information set h

● set of utility functions U = (U1, U2, …, Un), where Ui : L → ℝ

Preliminaries - Game representations
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The size of the normal-form equivalent game is, in general, 
exponential in the size of the extensive-form one

Preliminaries - Game representations
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● zero-sum game: for each outcome, the utilities of all the players sum to zero

● imperfect-recall game: players may forget what actions have they chosen at previous 
information sets

Preliminaries - Game representations
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Normal-form (mixed) strategies

● a strategy for player i is a function 

● a strategy profile s = (s1, s2, …, sn) is a collection of strategies for all the players

● S = (S1, S2, …, Sn) is the space of normal-form strategy profiles

Preliminaries - Strategies
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Joint (mixed) strategies

● a joint strategy is a function 

● a joint strategy enables player to correlate their decisions (actions)

● in general, joint strategies are not marginalizable

Preliminaries - Strategies
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Behavioural strategies

● a strategy for player i is a function 

● a behavioural strategy profile σ = (σ1, σ2, …, σn) is a collection of behavioural 

strategies for all the players

● Σ = (Σ1, Σ2, …, Σn) is the space of behavioural strategy profiles

Preliminaries - Strategies
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Normal-form vs behavioural strategies

31/74Preliminaries - Game representations

u1 u2 u3 u4

a1 a2

Player 1

Player 2

b1 b2 b3 b4

0.8 0.2 0.3 0.7



Equilibria

32/74Preliminaries - Equilibria

● Nash Equilibrium (NE): players have no incentive to deviate, given the strategies of 
the other players
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● Nash Equilibrium (NE): players have no incentive to deviate, given the strategies of 
the other players

● Correlated Equilibrium (CE): players have no incentive to deviate, given a 
recommendation received from a correlation device
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● Nash Equilibrium (NE): players have no incentive to deviate, given the strategies of 
the other players

● Correlated Equilibrium (CE): players have no incentive to deviate, given a 
recommendation received from a correlation device

● Coarse Correlated Equilibrium (CCE): players have no incentive to deviate, given 
the distribution from which the correlation device will sample recommendations (i.e. 
before receiving the actual recommendation)
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NE ⊆ CE ⊆ CCE, and there are games for which those inclusions are strict

NE
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CCE
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Coarse Correlated equilibrium (CCE)
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● Single centralized computation of an optimal joint strategy

● Single centralized computation of an approximate joint strategy

● Decentralized decisions, where players can use their own regret to autonomously 
organize to reach a good social outcome
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played action B, which had 
an higher utility
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● measure of how much a player would have preferred to play a different strategy

● external regret : regret with respect to the best constant-action strategy

● internal regret : regret of not having played action aj each time action ai was played



Hannan consistency
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● defined on the infinitely repeated game (each t ∊ [0, T] is a play of the game)

● equivalent to minimization of external regret

● equivalent to approaching the set of CCEs
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● 2-player vector-valued game, with utilities in ℝL

● Goal of player 1 is to make the average utility 𝛷 as close as possible to a target 
convex set C

● Goal of player 2 is to prevent it

● The set C is said to be approachable if the player 1 has a strategy that, no matter 
what the player 2 does, guarantees him that the distance between its average utility 
and C uniformly goes to zero as t grows to infinity
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Blackwell Approachability Theorem
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A closed convex set C is approachable if and only if every halfspace H ⊇ C is forceable

A set H is said to be forceable if there exists an action 𝒙* such that whatever the action 𝒚 
used by the opponent, 𝒇(𝒙*, 𝒚) ∊ H, where 𝒇 is the vector-valued utility function



Approachability for regret minimizers
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● The vector-valued utility of the game is defined by the vector of average regrets 
(one for each action in the case of external regret)

● The set to approach is the negative orthant ℝ-
L = { x ∊ ℝL : x ≤ 0 }

● Approaching ℝ-
L is thus equivalent to minimize the average regret
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Regret Minimization for Non-Cooperative Games

● Decomposition of regret over a set of independent terms, that can be minimized 
separately (if the game representation allows it)

● Development of fast, scalable and computationally efficient algorithms

● Theoretical guarantees on convergence and rate of convergence (so-called regret 
bound)

● Characterization of the set of equilibria reached by the regret dynamics
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Literature classification
2 players zero-sum N players zero-sum N players general-sum

NE normal-form [1], [2] [10], [11]

NE extensive-form [8], [9], [20], [22], 
[23], [30], [31] [13], [18], [28] [12]

CE normal-form [16]

CE extensive-form

CCE normal-form [17]

CCE Bayesian [19]

CCE extensive-form

Other [4], [6], [14], [24], [25]
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Main research lines

● Solving large 2-player zero-sum extensive-form games (CFR algorithm and following 
refinements)

● Finding simple adaptive procedures leading to game theoretical equilibria (Hart and 
Mas Colell, dealing in particular with CE and CCE for general normal-form games)

● Application of regret-based approaches to find equilibria in more specialized game 
representations, such as Bayesian games or Security games
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Main practical results

● In 2015, Heads-up limit Hold’em Poker is 
solved, using techniques based on CFR; it is the 
first imperfect-information game competitively 
played by humans to be solved

● In 2017 Libratus, an algorithm again based on 
CFR-like techniques, solved Heads-up no-limit 
Hold’em Poker beating by a large margin four 
world-class champions; this work won the 2018 
Marvin Minsky Medal for Outstanding 
Achievements in Artificial Intelligence
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Issues

● Most of the known results are for the 2-player zero-sum setting, which is the less 
general one

● Other compact game representations (like polymatrix games) totally lack 
regret-based algorithms

● For extensive-form games, no substantial research has been done for the 
imperfect-recall setting
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Open problems

● How to approach Nash Equilibria for n-players general-sum extensive-form games

● How to approach CE and CCE in games other than normal-form ones, and in 
particular how to reach compactly representable equilibria (i.e. joint strategies with 
small support)

● How good (in terms of attained utility) are the equilibria found by regret 
minimization dynamics, with respect to the optimal ones
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Efficiently find Coarse Correlated Equilibria (CCE) in compactly representable games
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● Extensive form games are both more general and more natural than normal-form 
ones, as they allow the modelization of imperfect information
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● CCE is per se a very natural solution concept, with an easy to implement correlation 
device

● CCE has very good properties in terms of computational complexity

● CCE can yield arbitrarily larger social utility with respect to both NE and CE
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● No one has addressed the problem of regret-based CCE computation for games 
other than normal-form ones
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● CCE for 2-player extensive-form games

● CCE for n-players extensive-form games

● CCE for n-players polymatrix games
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For each of the main task:

● Develop the regret minimization algorithm

● Prove the regret bound

● Experimentally evaluate a prototypal implementation of the algorithm

● Debate on the quality of the equilibria reached by the algorithm, referring in 
particular to the concept of Price of Total Anarchy
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● Reaching “small” joint strategies

● Exploiting the structure of the game representation to decompose the regret

● Finding if the regret dynamics in compact game representations leads to the same 
subset of equilibria reached by the normal-form ones

● Finding how close the equilibria reached by regret minimization are with respect to 
the optimal one
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