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Motivations



The Industry’s Need for Coherent AI

Believability of racing games

The problem of AI

• Physics: High quality of simulation

(aerodynamics, weather, collisions, …)

• Graphics: Aiming at photorealism

• Real Pilots & Cars

• Complexity of Simulation: Developing an

artificial agent is an hard task

• Simplified Physics: Using simplified physics

models leads to incoherent behaviour
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Deep Reinforcement Learning

Deep Learning

Promising Approach

• Management of large input spaces

• Huge amount of data needed

• Solved Complex Problems (Go, DOTA, …)

• Simplifies Development

Reinforcement Learning

• Abstraction from the environment

• Data generated through interaction
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Racing AI: Our Approach
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Problem and Solution
Design



The Open Racing Car Simulator (TORCS)
Open-Source Racing Simulator

Client-Server Architecture

• Different Game Modes: Practice, competition, etc. 

• Physics Engine: Aerodynamics, traction, fuel, etc.

• Server: Wrapper providing numerical information to

the client about the race (car, opponents, etc.)

• Client: Driving logic taking decisions based on the

information received from the server
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Reinforcement Learning Scheme
Critical Aspects

• State Representation: The information the

agent can use to take decisions;
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Reinforcement Learning Scheme
Critical Aspects

• State Representation: The information the

agent can use to take decisions;

• Action Space: How the agent can interact

with the environment;

• Reward Function: How to inform the agent about

the efficiency of the decisions taken.
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State Representation
Numerical Representation

• Telemetry information: How the agent’s state is

with respect to the environment

• Internal information: State of the agent itself
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State Representation
Numerical Representation

• Telemetry information: How the agent’s state is

with respect to the environment

• Internal information: State of the agent itself

Hybrid Representation…

• Image: Telemetry information

• Numerical: Internal information
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State Representation
Numerical Representation

• Telemetry information: How the agent’s state is

with respect to the environment

• Internal information: State of the agent itself

Hybrid Representation…

• Image: Telemetry information

• Numerical: Internal information

… With Racing Line Integration

• Racing Line: White

• Proximity To Racing Line: Gray

Motivations Problem and Solution Design Experimental Setup Results



Learning Algorithm: DDPG

Actor-Critic Method

• Actor Network: Learns the driving policy

• Critic Network: Learns actions’ profitability

Core Idea

• Update the Actor towards the best actions according to the Critic

• Generate new experiences from the Actor to update the Critic
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Numerical Networks
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Hybrid Networks
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Action Space
Single Output 

• Offset from track center: [-1, 1]

Two Outputs

• Offset from track center: [-1, 1]

• Target speed correction: [-1, 1]

Offset

Lookahead

The Lookahead value is computed by the following

logic at each step.
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Following Logic
Lookahead Computation

Offset

Lookahead
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Following Logic
Lookahead Computation

Forward Step

• Compute Curvatures (Local and Target)

• Compute Maximum Target Speed (Local and Target)
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to proximity to the next corner



Following Logic
Lookahead Computation

Forward Step

• Compute Curvatures (Local and Target)

• Compute Maximum Target Speed (Local and Target)
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Backward Step

• Correct Current Target Speed

Heuristic

• Correct Current Target Speed according

to proximity to the next corner

Agent Correction (Two-Outputs Agents)



Reward Function
Distance Raced

• 𝑷𝒄𝒖𝒓𝒓: Current car position

• 𝑷𝒑𝒓𝒆𝒗 : Previous car position
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Reward Function
Distance Raced

• 𝑷𝒄𝒖𝒓𝒓: Current car position

• 𝑷𝒑𝒓𝒆𝒗 : Previous car position

Complete Reward Function

• Colliding (walls or obstacles)

• Driving backwards

• Out of track
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Experimental Setup



Training
Fixed Time Budget

• Each track is given a time budget

• This defines the number of steps

that can be spent on that track
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Training
Fixed Time Budget

• Each track is given a time budget

• This defines the number of steps

that can be spent on that track

Uniform Experience

• All tracks are given the same total

number of steps

• Avoids bias towards easier tracks
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1 Batch = 5 Tracks

12 Batches

Episode Termination

• Out of time budget

• Collision

• Driving backwards



Exploration Policy
Simple Gaussian Noise

• µ: 0

• σ: 0.2

Update Rule

• 𝑻𝒆𝒙𝒑 : 3 batches

• 𝜶𝒎𝒂𝒙: 1.0

• 𝜶𝒎𝒊𝒏 : 0.0

In a preliminar experiment, we also tried to apply

Ornstein-Uhlenbeck noise and sine noise, but

we found no relevant advantage.
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Baselines

Randomly Initialized Networks

• Single-Output

• Two-Outputs

Low-Level Agents

• Input: Numerical/Hybrid

• Output: Acceleration/Brake/Steering
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Baselines

Randomly Initialized Networks

• Single-Output

• Two-Outputs

Low-Level Agents

• Input: Numerical/Hybrid

• Output: Acceleration/Brake/Steering

SnakeOil

• Input: Numerical

• Rules: Fixed, Human-Designed

• Output: Low-Level

Autopia

• Input: Numerical

• Rules: Fuzzy, Human-Designed

• Output: Low-Level
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Testing
Metric of Interest

• Distance raced in a fixed time
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• The best checkpoint is used for testing



Testing
Metric of Interest

• Distance raced in a fixed time
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7 Checkpoints per Agent

Cp0 Cp1 Cp2 Cp3 Cp4 Cp5 Cp6Trained Agents (LL and HL)

• Uniformly sampled checkpoints

• The best checkpoint is used for testing

Episode Termination

• Out of time

• Collision

• Driving backwards



Results



Single-Output Agents
Basics

• Improvement over random policy

Low-Level Comparison

• Improvement over LL-N (Mueda

is the only exception)

• Completely overcomes LL-H
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Bot Comparison

• Improvement over SnakeOil

(performance and generalization)

• Suboptimal with respect to Autopia



Two-Outputs Agents
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Two-Outputs + Racing Line Agent
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Basics

• Improvement over random policy

Low-Level Comparison

• Improvement over LL-N (completely)

• Completely overcomes LL-H

Bot Comparison

• Improvement over SnakeOil

(performance and generalization)

• Suboptimal with respect to Autopia

Two-Outputs Without Racing Line (HL-H2)

• Slight improvement



Examples of Racing Lines
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Following Simplix’s Racing Line Following Learned Racing Line



Future Works

More target points

• A single target point is limiting

• More points allow to build a better

racing line approximation

Richer input space

• Enlarge the portion of the track visible to the agent

• This allows for a better planning

Exploration of algorithms

• Perform accurate hyperparameter tuning

• Explore other algorithms (TRPO, PPO, …)

Exploration of reward functions

• Consider embedding racing line information

in the reward function

• Learning a general behaviour from specific

racing lines
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