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1. Introduction to the problem

Machine Learning is an application of Artificial Intelligence that sets as its goal to develop methods that can detect
patterns in data, and then use the uncovered patterns to predict future data or other outcomes of interest [20]. In
recent years, a class of parametric techniques called Deep Learning has led to astonishing achievements in the
field. The key aspect of these models is the ability to learn how to extract relevant features from data through
many layers of general-purpose neural networks, thus not requiring field-specific expertise [17]. Nonetheless,
Deep Learning currently faces some obstacles that still hinder the technology to be exploited in many application
domains. Indeed, humans have a remarkable capacity to learn new concepts when provided with few examples;
conversely, current popular deep learning techniques are data-hungry, needing thousands of samples to be able to
generalize their knowledge and make predictions on unseen data.

Meta-Learning [4, 29], also known as “learning-to-learn”, is a sub-field of Machine Learning that exploits
previous experience to optimize learning algorithms to work well on novel tasks [10]. The experience is often
formalized as a collection of tasks, upon which meta-learning techniques build general, task-agnostic knowledge
that can be reused. The approach has been shown to address some of the challenges posed by Few-Shot Learning,
where very few task-specific training datapoints are available and the problem of overfitting is particularly
insidious [18]. The literature has recently provided promising results also thanks to the leverage of deep learning
techniques, achieving human-like performance also in simple meta-learning tasks [16].

Beyond its recent achievements, Meta-Learning itself currently faces many challenges. Many popular ap-
proaches struggle when scaling to more powerful learners, which constrains them to poor performance when
dealing with complex tasks. Another challenge is the transfer of knowledge among tasks that are particularly
different. Our brain builds powerful abstractions that can be used to identify an object, no matter how it is
depicted, either as a natural image, a clip-art, or another visual representation. Conversely, a problem that has been
observed to occur in many state-of-the-art meta-learning approaches is the inability to generalize the knowledge
when presented with a heterogeneous distribution of domains.

As also analyzed in [31], we identified three partially overlapping issues that should be addressed to scale
meta-learning. Firstly, most of the current meta-learning algorithms are designed considering the simplistic
assumption that the distribution of tasks is homogeneous, namely that tasks are coming from a single source [3],
and they share the same characteristics. In contrast, real-life learning experiences are heterogeneous: for instance,
classification tasks may vary in terms of the number of classes or examples per class and are often unbalanced.
Secondly, benchmarks in Meta-Learning only measure within-dataset generalization. However, we are interested
in having models that can learn from multiple sources and generalize to entirely new distributions, namely new
datasets or domains. Lastly, most of the current models and benchmarks ignore the relationships between tasks
and classes, disregarding structures that could be useful to share knowledge across multiple tasks.

In light of these issues, our goal is to determine whether the currently provided techniques can be extended
to better scale Meta-Learning with respect to data and task heterogeneity. A model capable of operating among
different data domains would be able to transfer knowledge among widely different tasks, solving the lack of
training samples that is observed in certain data domains. As a practical example, the desired model would be
able to generalize the recognition of malignant tumors in x-ray images to images obtained through other less
popular techniques or instruments which may feature different colors and shades.
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2. Main related works

The Machine Learning literature provides some approaches addressing the problems of cross-domain learning
and heterogeneous task distribution.

Multi-Domain Supervised Learning [7, 24, 25] tries to provide a multi-domain feature extractor by leveraging
deep neural layers that are parameterized ad hoc for each domain by an adaptation procedure. Guo et al. [11]
provide a useful benchmark to test many state-of-the-art techniques on cross-domain few-shot learning tasks,
showing their limits when confronted with data coming from different domains.

Tseng et al. [32] propose a learned augmentation procedure based on feature-wise transformation to obtain a
training set that better represents the obstacles encountered in Cross-Domain Few-Shot Learning.

In the context of heterogeneous tasks, Triantafillou et al. [31] propose Proto-MAML, a model combining
the simple inductive bias of Prototypical Networks and the flexible adaptation mechanism of Model-Agnostic
Meta-Learning (MAML) [9], as well as Meta-Dataset, a novel meta-learning benchmark that pays attention to the
relationship within classes when generating new episodes to obtain more realistic tasks.

Multimodal MAML (MMAML) [33] extends MAML by providing a parameter initialization which depends
on the mode of the task in case of multimodal task distributions. The approach does not, however, contemplate
the possibility for tasks from different modes to share some relevant knowledge, which may act as a beneficial
regularization. Conditional Neural Adaptive Processes (CNAPs) [26] comprises a classifier learner whose
parameters are adapted by a Conditional Neural Process taking as input the task dataset. Proposed future lines of
work concerning CNAPs include the use of gradients and function approximations in the adaptation mechanism,
as well as considering distributional extensions.

Hierarchically Structured Meta-Learning (HSML) [34] organizes tasks in a hierarchical clustering structure
to provide both knowledge customization on the task and knowledge sharing among tasks. However, the ways
in which the model can dynamically extend the task hierarchy are limited, which may be especially suboptimal
in a continual learning setting where the structure of tasks may change over time. In order to address task
heterogeneity, Yao et al. [35] propose a relational meta-learning (ARML) framework that automatically extracts the
cross-task relations and constructs a meta-knowledge graph that is queried when a new task is presented. A much
simpler line of work consists in designing and leveraging a good embedding to overcome limitations related to
heterogeneous data. The approach is supported by Raghu et al. [23], arguing that feature reuse is the dominant
component in MAML’s efficacy, with Tian et al. [30] recently confirming this hypothesis.

3. Research plan

3.1. Goal

We argue about the importance of a structured embedded representation of the task by forcing a latent space
decomposition into subspaces. The same decomposition should also be reflected in the model parameters and
implemented to generate domain-specific weights. Finally, we should model the relationships across tasks to
efficiently reuse knowledge.

We thus propose to extend Latent Embedding Optimization (LEO) [28] to address the above remarks and obtain
state-of-the-art performance on heterogeneous domains and tasks. LEO is an optimization-based meta-learning
approach that embeds the model parameters to perform gradient descent in a low-dimensional space. The
embedding is obtained by enriching the architecture of the learner with a simple encoder-decoder structure. The
encoder takes as input the training dataset of the task and provides a task-dependent initial representation, while
the decoder processes the representation and generates the corresponding model parameters. We chose LEO as
our base model because of its good properties, such as the use of embedding and the leverage of gradient-based
learning techniques.

To achieve our goal, we add structure to the latent embedded representation in LEO by substituting the
encoder-decoder architecture and feature extractor with the more interpretable component known as Domain
Invariant Variational Autoencoders (DIVA) [14]. DIVA extends the standard variational autoencoder model by
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partitioning the latent space in three subspaces representing domain, class, and residual information of the
input, with the final objective of learning a disentangled representation. An important advantage provided
by introducing disentanglement is the high interpretability of the results, which may help us when drawing
conclusions from our experiments. The division in subspaces of the embedding will also let us reuse and transfer
the learned representation referring to a part of it. The advantage of disentangled representation in supervised
and reinforcement learning has been theorized before [1, 5, 6, 12, 27], speculating on the suitability of a factorized
representation for transfer learning and generalization. Recently the suitability of factorized representations for
transfer learning has been empirically validated in few works [2, 13, 15]. We argue that disentanglement is a
desirable property for meta-learning applications and this work aims to test this hypothesis. With the same goal,
other adversarial architectures for Domain Adaptation and Generalization could be adopted as well [8, 22].

Considering the difficulty of the problem we face, we limit ourselves to work on classification tasks. The nature
of our research will be mainly experimental, in line with most of the recent works produced in Machine Learning
and Meta-Learning. We hope that the results of our approach will be later formalized in the literature to be better
understood and built upon.

3.2. Research Activities

We provide below a list of the tasks in which the research is decomposed, along with a brief description for each
of them.

1. Literature review: we reviewed relevant books and papers provided by the meta-learning literature to better
understand the focus of the field, the latest advancements, and the main open issues, producing documents
outlining State of the Art and our Project Proposal.

2. Implementation: we implement a framework for running experiments on our machinery and analyzing results,
as well as several baseline architectures such as MAML, LEO, and DIVA using PyTorch [21].

3. Observation: we demonstrate and confirm the flaws of the simplest models we implemented when dealing
with heterogeneous domains and tasks. To do so, we create a new dataset based on Omniglot [3] called
Corrupted-Omniglot (C-Omniglot), adding 16 different perturbations as seen in C-MNIST [19].

4. Experimentation: we design and implement our proposed model in PyTorch combining LEO and DIVA. The
model will then be tested on C-Omniglot and Meta-Dataset [31] and its classification accuracy compared
to competitors in the field, such as MultiMAML [33] and HSML [34]. We would also like to understand
whether disentanglement arises in the embedded representation we designed. Finally, we analyze the results
to produce a detailed report.

5. Paper: we write a paper presenting our approach and the results we obtained. We submit the paper to a
renowned Machine Learning conference such as the International Conference on Learning Representations
(ICLR) or the AAAI Conference on Artificial Intelligence (AAAI) in September 2020.

Figure 1: Gantt chart for the project
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