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We need to keep the game structure
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Our main result is Theorem 2:

• The converted game is strategically equivalent to the original one, since there exists a 
mapping of equivalent strategies between the original and the converted game

• A Nash Equilibrium in the converted game is a TMECor in the original game

Its proof is particularly complex, and is out of the scope of this presentation.
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• (Farina et al., 2021) proved that finding a TMECor in a game without private observations can 
be done in polynomial time. We verified that our conversion procedure does not increase the 
size of the game in those cases.

• We developed three pruning techniques to mitigate the exponential increase in size of the 
converted game.

▪ Belief-based pruning
▪ Folding representation
▪ Safe Imperfect recall
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We applied standard solving algorithms to the folding representation of Kuhn and Leduc instances

TEST 2 – Application to Poker instances

4. Experiments

CONCLUSION: convergence in value to a TMECor is achieved, coherently with our 
theoretical result

Kuhn Poker, 3 ranks and adversary playing first Leduc Poker, 3 ranks, 1 raise, and adversary playing first
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Online Conversion procedure

Since our converted game is a 2p0s game presenting a sequential structure,  the framework fo Abstraction and Continual resolving
can be applied to potentially allow the development of techniques for larger instances of the game

Abstraction & Continual resolving for Adversarial Team Games

5. Implications

From a theoretical point of view, the idea of a shared coordinator sending prescription to team members can be extended also in the 
case in which two teams of agents are interacting one against the other

Extension to N vs N games
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Our next steps:

FUTURE WORKS

Investigate whether a more efficient pruning technique or a different scheme of auxiliary game can lead to smaller size of 
the converted games

Further Reducing the converted game size

Find if general purpose abstractions techniques can be formulated given the specificities of the converted games, and implement the 
Abstraction + Continual Resolving pipeline to compare with previous results

Find good Abstractions and efficiently implement Continual Resolving

5. Implications

The converted game is highly asymmetrical in size, with most of the tree occupied by actions of the coordinator. Our idea is that of 
tweaking solving algorithms to take advantege of this situation.

Better algorithms to cope with the asymmetry of  coordinator vs adversary



Thank you for your attention!
Any Questions?

Contacts:
luca5.carminati@mail.polimi.it

mailto:luca.caraminati@mail.polimi.it
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