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Introduction to the problem

Some general notions
▶ Artificial Intelligence
▶ Reinforcement Learning
▶ Imitation Learning
▶ Inverse Reinforcement Learning
▶ Solution Techniques for Inverse Reinforcement Learning

Research topic and Problem
▶ Research topic
▶ Motivations to support the importance of the research topic
▶ Description of the problem
▶ Motivations to support the importance of the problem
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Artificial Intelligence

Various approaches (Russell and Norvig 2010)

Think as Humans Think Rationally

Act as Humans Act Rationally
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Reinforcement Learning

Reinforcement learning is learning what to do—how to map situations
to actions—so as to maximize a numerical reward signal. (Sutton and
Barto 2018)

⟨S,A,R, p, µ0⟩ −→ π
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Imitation Learning

Imitation learning is the process of learning from demonstrations, and
the study of algorithms to do so. (Osa et al. 2018)

Behavioral Cloning

Inverse Reinforcement Learning
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Inverse Reinforcement Learning

Inverse Reinforcement Learning is the problem of extracting a reward
function given observed, optimal behavior. (Ng and Russell 2002)

⟨S,A, p, µ0, π
E ⟩ −→ R
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Solution Techniques for Inverse Reinforcement Learning

Margin Optimization maximize the margin between value of observed
behavior and the hypothesis

Entropy Optimization maximize the entropy of the distribution over
behaviors

Bayesian Update learn posterior over hypothesis space using Bayes rule

Classification and Regression learn a prediction model that imitates
observed behavior
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Research topic

Sample Complexity means how much data must we collect in order to
achieve “learning”? (Kakade 2003)

(ϵ, δ)-correctness means that the algorithm provides an ϵ-correct solution
w.p. at least 1− δ (Haussler 1990)
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Motivations to support the importance of the research
topic

Theory characterize the complexity of the problem

Practice assess the performance of existing and new algorithms
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Description of the problem

Feasible set R is the set of reward functions compatible with the expert’s
demonstrations (Metelli et al. 2021)

(ϵ, δ)-correctness after t samples is ℘
(
h(R, R̂t) ≤ ϵ

)
≥ 1− δ
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Motivations to support the importance of the problem

Understanding the complexity of IRL

Proposing an estimation algorithm with worst case guarantees atop which
IRL algorithms can be devised
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State of the Art

Main Related Works
▶ Lower and Upper Bounds
▶ Sample complexity in Bandits
▶ Sample complexity in Reinforcement Learning
▶ Sample Complexity in Inverse Reinforcement Learning

Limitations
▶ Limitations of the works in IRL
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Lower and Upper Bounds

Lower Bound minimum number of samples of any algorithm in a certain
difficult instance

Upper Bound maximum number of samples of the proposed algorithm in
any instance
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Sample complexity in Bandits

Upper bound O( |A|
ϵ2

log 1
δ ) in (Even-Dar, Mannor, and Mansour 2002)

Lower bound Ω( |A|
ϵ2

log 1
δ ) through the Likelihood ratio method (Mannor

et al. 2004)
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Sample complexity in Reinforcement Learning

Generative model matching bound of Θ( |S||A|H̄3

ϵ2
log |S||A|

δ ) (Azar,
Munos, and Kappen 2012)

Forward model almost matching O( |S|
2|A|H2

ϵ2
log 1

δ ) and

Ω( |S||A|H2

ϵ2
log 1

δ+c ) (Dann and Brunskill 2015)
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Sample Complexity in Inverse Reinforcement Learning

Generative model upper bound of Õ( |S||A|H̄4

ϵ2
) samples (Metelli et al.

2021)

Forward model upper bound of Õ( |S||A|H5

ϵ2
) episodes (Lindner, Krause,

and Ramponi 2022)

The Lower Bounds?
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Limitations of the works in IRL

No Lower Bound for the generative model

No Lower Bound for the forward model

No distance between feasible sets is considered in the sample
complexity
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Research Goals

Nature of the research

Research goals
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Nature of the Research

The research is mostly theoretical, a mathematical proof has to be devised

For the upper bound, an algorithm must be proposed and it might be
empirically evaluated

Filippo Lazzati On the sample complexity of IRL 22 / 31



Research goals

Generative model prove lower and upper bounds

Forward model prove lower and upper bounds
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Research Plan

1 study the mathematical tools used in the research topic (March-April);

2 explore the literature (April-June);

3 try to re-use the results for the forward RL problem (June-September);

4 try to prove the bounds in a different way (September-October);

5 devise an algorithm, prove its upper bound and experimentally
validate it (October-November);

6 refine the results (November-December);

7 prepare a presentation/paper to present the results
(December-January).
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Results Obtained so far

Generative model

Forward model
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Generative model

Lower Bound Ω
( |S||A|H̄2

ϵ2
ln 1

δ

)

Upper Bound O
( |S||A|H̄2

ϵ2
ln 1

δ

)
with the proposed algorithm

They match!
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Forward model

Lower bound Ω
( |S||A|H

ϵ2
ln 1

δ

)

Upper bound O
( |S|2|A|2H

ϵ2
ln 1

δ

)
with the proposed algorithm

Almost matching!
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Future Work

−→ Refine the bound for the forward model

−→ Understand the limits of the objective between feasible sets
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