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1. Deep Learning

Neural Networks, Backpropagation
Deep Learning, drawbacks



Image
classification

How can we teach a
computer to
recognize cats versus
dogs?
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Building blocks

Neuron
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Building blocks

Inputs
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Building blocks
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Building blocks

Activation
function
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Building blocks
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Neural Network

Parameters w

Input Output
- Vi(xi; w)

Hidden layer
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Gradient
descent
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Deep Learning advances
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Deep Learning advances

Semantic segmentation Image recognition

....
LA e XE T

motor scooter leoparc

contalner sni
container srlp motor scooter legpard
’_| lifeboat go-kart jaguar
amphibian moped cheetah
fireboat bumper car snow leopard
drilling platform golfcart Egyptian cat
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Deep Learning advances

Big data analysis
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Decision making

- .’\.° Google DeepMind
Challenge Match

14



Catch

Explainability
Reconstruct the reasoning that brought the network to a decision, in a
human-understandable sense

Data efficiency
In order to train a Deep Neural Network we need a huge dataset

Network initialization
How to initialize the network weights?

[Gilpin et al. 2018]
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2. Structured Learning

Automatic Differentiation,
Architectures, examples



Algorithmic prior embedding

Neural Algorithmic Neural

. Block Block Block

B 3B

Backpropagation
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Algorithmic prior embedding

Neural Algorithmic Neural

. Block Block Block

B 3B

Backpropagation

+ End-to-end training
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Algorithmic prior embedding

Neural Algorithmic Neural

. Block Block Block

B 3B

Backpropagation

+ End-to-end training + Structured solution
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Algorithmic prior embedding

Neural Algorithmic Neural

. Block Block Block

B 3B

Backpropagation

+ End-to-end training + Structured solution
+ Explainability
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Algorithmic prior embedding

Neural Algorithmic Neural

. Block Block Block

B 3B

Backpropagation
+ End-to-end training + Structured solution
+ Explainability + Reduce variance
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Algorithmic prior embedding

Neural Algorithmic Neural

. Block Block Block

B 3B

Backpropagation
+ End-to-end training + Structured solution
+ Explainability + Reduce variance

However, the algorithmic block must be differentiable
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Derivatives in Math

Differentiation Description

: Finite difference y(x)
Numerical L
approximation
Pros Cons
Easy to Severe L
: approximation
implement
errors

[Baydin et al. 2015, Margossian 2018] 23



Derivatives in Math

Differentiation Description

Automatic xX+y - x+y
Symbolic manipulation of Xy S Xey+x-y

expressions sin(x) N cos(x)
Pros Cons cos(x) —  —sin(x)

Evaluation cost can

Exact solution .
be exponential

[Baydin et al. 2015, Margossian 2018] 24



Derivatives in Math

Differentiation Description

Chain rule through
Automatic a computational
graph
Pros Cons
Exact and
efficient Hard to implement
solution

[Baydin et al. 2015, Margossian 2018]
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Automatic Differentiation

Consider f(xq,x,) = In(x,) + 2x,x, and evaluate aa_;l )
L1 1
(2 Uy
Vs Vs
Uy (2
f(x1,x7) Vs Us
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Automatic Differentiation

Consider f (x4, x,) = In(xy) + 2x,x, and evaluate aa_;l )
vy =x1 =3 V1
v, = 2x, = 8 V2
v3 =In(v;) = 1.1 Vs
Vy =V Vy =24 Uy
£(x1, %) ve = V3 + v, = 25.1 Vs
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Automatic Differentiation

. G,

Consider f (x4, x,) = In(xy) + 2x,x, and evaluate % :
17(3,4)
v1 — x1 — 3 U.l — 1
vz —_ sz —_ 8 U.z —_ O

.V

U3 —_ ln(vl) —_ 11 v3 —_ = 033
(&1

f(xlr x2)
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v4_:v1'v2:24‘

7j4:7j1'v2+v11j2:8

Vs = V3 + v, = 25.1

Vs = Vs + U, = 8.33
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Automatic Differentiation

* Collection of techniques to evaluate derivatives of numeric
functions, expressed as computer programs

* Any code of numerical manipulation eventually results in an
evaluation trace over which the chain rule can be applied

[Baydin et al. 2015, Margossian 2018] 29



Automatic Differentiation

Evaluate program trace

Forward mode and derivative trace
* Implemented with dual / \
numbers and operator
overloading

e Intuitive

* Convenient with multiple
outputs

[Baydin et al. 2015, Margossian 2018] 30



Automatic Differentiation

Backward mode Evaluate program trace

* Generalized backpropagation / \

* Requires more memory than
Forward mode

* Convenient with multiple

inputs K /

Evaluate derivative trace

[Baydin et al. 2015, Margossian 2018] 31



Issues

Consider the program

Bad-AD (x) :
1f (x == 3):
return 9
else:
return x * X

What about the derivative at x=37?
It should be 6, but AD returns 0.

HP@CSE, Alberto Archetti
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Input x

<

Structured Autoencoder

>

Encoder

e(x)

/

/

Decoder

d (i)

T

Backpropagation

Output f(x)
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: Neural
Network

: Differentiable
algorithm
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Structured Autoencoder

[Che et al. 2018]
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Structured Autoencoder

Neural Network

[Che et al. 2018]
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Structured Autoencoder

Neural Network Differentiable Decoder

[Che et al. 2018]
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Structured Autoencoder

Neural Network Differentiable Decoder

Image I —>

Nw](1) T (m)
T
O Image [
-l -
J

l |

w = argmin||m — N [w](DI|* + AT = TV [w](D)II*

w

[Che et al. 2018]

Supervised loss Regularization
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Input x

<

f1

f2

Backpropagation

fn—l

fn

Output f(x)
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Structured Pipeline

: Neural
Network

: Differentiable
algorithm
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Structured Pipeline

( N N N N
Vision Filtering || Planning || Control

\ J J\ J )
oo MR Map + N s

jEnEy Observation Action

[

[Karkus et al. 2019]



3. Autonomous Navigation

Advantages of SL integration,
our contribution, research plan



Research and industry

* Prior knowledge for object
detection, planning, control,
multiagent coordination, etc.

* Autonomous driving:

* Increase explainability
* Model verifiability
* Lower data requirements

[Badue et al. 2019, Grigorescu et al. 2019]
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Our contribution

» Show the potential of Structured Learning in a complex
simulation

* Build a Structured Pipeline in order to empirically test the
strengths and weaknesses of Structured Learning at scale

 Evaluate explainability in fault scenarios
* Implement the system in a real robotic agent

HP@CSE, Alberto Archetti
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1. Ditferentiation inquiry

Analyze and compare AD-based techniques with non-AD-based
techniques for algorithmic differentiation

AD-based techniques Non-AD-based techniques
Strong technological support  Less technological support, few
Pros
and research results research efforts
Cons Boundary conditions must be  Provides a derivative

handled everywhere
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2. Architecture design

Vision Localization Planning Control

Sensors
| E‘:Q
ﬂl"o
:, 2, %0
% B %
 © ()
o ‘0° 00
R3 % %
e 0
N

Perception system Decision-making system

[Karkus et al. 2019]
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3. Implementation ~ PYTYHRCH

and training Deep Learning with PyTorch
Choose a suitable ML framework, given 1[
differentiation and architectural |
requirements TensorFlow
2.0
/,,-4 A pgth\on 1

SR

. ‘\~H.( @ python
\w_f @ python

\

Simulator User scripts
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4. Testing and Conclusions

* Evaluate performance with respect to the current standards
(explainability, accuracy, sample efficiency)

* Write the final paper

1. Differentiation inquiry

2. Architecture design

3. Implementation and training
4. Testing

5. Conclusions
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