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1. Deep Learning
2. Structured Learning
3. Autonomous Navigation

Neural Networks, Backpropagation

Deep Learning, drawbacks



Image 
classification

How can we teach a 
computer to 
recognize cats versus 
dogs?
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Building blocks
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Neuron



Building blocks
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Building blocks
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Building blocks
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Building blocks

HP@CSE, Alberto Archetti 9

𝑥1

𝑥2

𝑥3

𝑤1

𝑤2

𝑤3

𝑦

Output



Neural Network
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Gradient 
descent
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Deep Learning advances
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Semantic segmentation Image recognition
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Deep Learning advances



Deep Learning advances

Big data analysis Decision making
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Catch

Explainability
Reconstruct the reasoning that brought the network to a decision, in a 
human-understandable sense

Data efficiency
In order to train a Deep Neural Network we need a huge dataset

Network initialization
How to initialize the network weights?

[Gilpin et al. 2018] 15



1. Deep Learning
2. Structured Learning
3. Autonomous Navigation

Automatic Differentiation, 

Architectures, examples



Algorithmic prior embedding
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Algorithmic prior embedding
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Block
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+ End-to-end training



Algorithmic prior embedding
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… …

Neural
Block

Algorithmic 
Block

Neural
Block

Backpropagation

+ End-to-end training + Structured solution 



Algorithmic prior embedding
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… …

Neural
Block

Algorithmic 
Block

Neural
Block

Backpropagation

+ End-to-end training + Structured solution 
+ Explainability



Algorithmic prior embedding
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… …

Neural
Block

Algorithmic 
Block

Neural
Block

Backpropagation

+ End-to-end training + Structured solution 
+ Explainability + Reduce variance



Algorithmic prior embedding
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… …

Neural
Block

Algorithmic 
Block

Neural
Block

Backpropagation

+ End-to-end training + Structured solution 
+ Explainability + Reduce variance

However, the algorithmic block must be differentiable



Derivatives in Math

[Baydin et al. 2015, Margossian 2018] 23

Differentiation Description

Numerical
Finite difference 
approximation 

Pros Cons

Easy to 
implement

Severe 
approximation 
errors

∆𝑦

∆𝑥

𝑥

𝑦(𝑥)



Derivatives in Math

[Baydin et al. 2015, Margossian 2018] 24

Differentiation Description

Symbolic
Automatic 
manipulation of 
expressions

Pros Cons

Exact solution
Evaluation cost can 
be exponential

𝑥 + 𝑦 → ሶ𝑥 + ሶ𝑦

𝑥 ∙ 𝑦 → ሶ𝑥 ∙ 𝑦 + 𝑥 ∙ ሶ𝑦

sin(𝑥) → cos(𝑥)

cos(𝑥) → −sin(𝑥)

…



Derivatives in Math

[Baydin et al. 2015, Margossian 2018] 25

Differentiation Description

Automatic
Chain rule through 
a computational 
graph

Pros Cons

Exact and 
efficient 
solution

Hard to implement



Automatic Differentiation

Consider 𝑓 𝑥1, 𝑥2 = ln 𝑥1 + 2𝑥1𝑥2 and evaluate ቚ
𝜕𝑓

𝜕𝑥1 (3,4)
:
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𝑣1 ሶ𝑣1

𝑣2 ሶ𝑣2

𝑣3 ሶ𝑣3

𝑣4 ሶ𝑣4

𝑣5 ሶ𝑣5



Automatic Differentiation

Consider 𝑓 𝑥1, 𝑥2 = ln 𝑥1 + 2𝑥1𝑥2 and evaluate ቚ
𝜕𝑓

𝜕𝑥1 (3,4)
:
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𝑣1 = 𝑥1 = 3 ሶ𝑣1

𝑣2 = 2𝑥2 = 8 ሶ𝑣2

𝑣3 = ln 𝑣1 = 1.1 ሶ𝑣3

𝑣4 = 𝑣1 ∙ 𝑣2 = 24 ሶ𝑣4

𝑣5 = 𝑣3 + 𝑣4 = 25.1 ሶ𝑣5



Automatic Differentiation

Consider 𝑓 𝑥1, 𝑥2 = ln 𝑥1 + 2𝑥1𝑥2 and evaluate ቚ
𝜕𝑓

𝜕𝑥1 (3,4)
:
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𝑣1 = 𝑥1 = 3 ሶ𝑣1 = 1

𝑣2 = 2𝑥2 = 8 ሶ𝑣2 = 0

𝑣3 = ln 𝑣1 = 1.1 ሶ𝑣3 =
ሶ𝑣1

𝑣1
= 0.33

𝑣4 = 𝑣1 ∙ 𝑣2 = 24 ሶ𝑣4 = ሶ𝑣1 ∙ 𝑣2 + 𝑣1 ሶ𝑣2 = 8

𝑣5 = 𝑣3 + 𝑣4 = 25.1 ሶ𝑣5 = ሶ𝑣3 + ሶ𝑣4 = 8.33



Automatic Differentiation

• Collection of techniques to evaluate derivatives of numeric 
functions, expressed as computer programs

• Any code of numerical manipulation eventually results in an 
evaluation trace over which the chain rule can be applied

[Baydin et al. 2015, Margossian 2018] 29



Automatic Differentiation

Forward mode

• Implemented with dual 
numbers and operator 
overloading 

• Intuitive

• Convenient with multiple 
outputs

[Baydin et al. 2015, Margossian 2018] 30

Evaluate program trace 
and derivative trace



Automatic Differentiation

Backward mode

• Generalized backpropagation

• Requires more memory than 
Forward mode

• Convenient with multiple 
inputs

[Baydin et al. 2015, Margossian 2018] 31

Evaluate program trace

Evaluate derivative trace



Issues

Consider the program

What about the derivative at x=3? 

It should be 6, but AD returns 0.
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Bad-AD(x):

if (x == 3):

return 9

else:

return x * x



Structured Autoencoder
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• : Neural 
Network

• : Differentiable 
algorithm



Structured Autoencoder

[Che et al. 2018] 34

Image 𝐼

𝝅

Image መ𝐼



Structured Autoencoder

[Che et al. 2018] 35

Image 𝐼

Neural Network
𝒩[𝒘](𝐼)

𝝅

Image መ𝐼



Structured Autoencoder

[Che et al. 2018] 36

Image 𝐼

Neural Network
𝒩[𝒘](𝐼)

Differentiable Decoder
𝒯(𝝅)

𝝅

Image መ𝐼



Structured Autoencoder

ෝ𝒘 = argmin
𝒘

𝝅 −𝒩[𝒘](𝐼) 2 + 𝜆 𝐼 − 𝒯(𝒩[𝒘](𝐼)) 2

[Che et al. 2018] 37

Supervised loss Regularization

Image 𝐼

Neural Network
𝒩[𝒘](𝐼)

Differentiable Decoder
𝒯(𝝅)

𝝅

Image መ𝐼



Structured Pipeline
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Backpropagation

𝑓1 𝑓2 𝑓𝑛… 𝑓𝑛−1

• : Neural 
Network

• : Differentiable 
algorithm



Structured Pipeline

[Karkus et al. 2019] 39

Vision Filtering Planning Control

Action
Map +
Observation



1. Deep Learning
2. Structured Learning
3. Autonomous Navigation

Advantages of SL integration, 

our contribution, research plan



Research and industry

• Prior knowledge for object 
detection, planning, control, 
multiagent coordination, etc.

• Autonomous driving:
• Increase explainability

• Model verifiability

• Lower data requirements

[Badue et al. 2019, Grigorescu et al. 2019] 41



Our contribution

• Show the potential of Structured Learning in a complex 
simulation

• Build a Structured Pipeline in order to empirically test the 
strengths and weaknesses of Structured Learning at scale

• Evaluate explainability in fault scenarios

• Implement the system in a real robotic agent
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1. Differentiation inquiry

Analyze and compare AD-based techniques with non-AD-based 
techniques for algorithmic differentiation
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AD-based techniques Non-AD-based techniques

Pros
Strong technological support 
and research results

Less technological support, few 
research efforts

Cons
Boundary conditions must be 
handled

Provides a derivative 
everywhere



2. Architecture design

[Karkus et al. 2019] 44



Choose a suitable ML framework, given 
differentiation and architectural 
requirements
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3. Implementation 
and training



4. Testing and Conclusions

• Evaluate performance with respect to the current standards 
(explainability, accuracy, sample efficiency)

• Write the final paper
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